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In landmark-based image registration, estimating the landmark correspondence plays an important role. In
this letter, a novel landmark correspondence estimation technique using mean shift algorithm is proposed.
Image corner points are detected as landmarks and mean shift iterations are adopted to find the most
probable corresponding point positions in two images. Mutual information between intensity of two local
regions is computed to eliminate mis-matching points. Multi-level estimation (MLE) technique is proposed
to improve the stability of corresponding estimation. Experiments show that the precision in location of
correspondence landmarks is exact. The proposed technique is shown to be feasible and rapid in the
experiments of various mono-modal medical images.
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For elastic registration based on landmarks, a challeng-
ing work is to estimate corresponding landmarks au-
tomatically from images[1−3]. In general, landmarks
could be automatically derived from images. But the
difficult problem is establishing correspondence and re-
jecting non-homologies as outliers[4]. There are three ma-
jor types of methods to determine the right correspon-
dence: feature-based methods, modal matching meth-
ods, and structural description based methods. Ran-
garajan proposed the softassign Procrustes matching al-
gorithm which iteratively establishes correspondence, re-
jects non-homologies as outliers between two point sets
automatically[4]. However, this method converges slowly
and cannot preserve the spatial relation between two ob-
jects shapes.

In this letter, we present a landmark correspondence
estimation method based on local similarity using mean
shift algorithm. Mean shift could search corresponding
local regions with similar intensity distribution and con-
verge rapidly. It could be used to estimate correspond-
ing points. We combine the mean shift with the mutual
information and select optimal initial position of mean
shift to improve the correspondence precision. In our
method, multi-level correspondence estimation is intro-
duced in detail also. Finally, thin-plate spline interpola-
tion is done on the corresponding landmarks to obtain
registration results.

Given a set {xi |i = 1, 2, · · · , n} of n points in the d-
dimensional space Rd, the sample mean shift with kernel
G (x) is defined as
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where xi ∈ Sh, Sh is the d-dimensional sphere with ra-
dius of h. The mean shift vector is an estimate of the

normalized density gradient. The density estimate with
kernel K (x) and bandwidth h computed in the point x
is given by
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and the estimate of the density gradient is defined by the
gradient of the kernel density estimate as
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The most popular kernel function is Epanechnikov
kernel[5], which minimizes the average global error be-
tween the estimate and the true density. The estimate of
the density gradient using Epanechnikov kernel is
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where g (x) = −k′ (x), k (x) is the Epanechnikov
profile[5]. Based on the sample mean shift definition,
Eq. (4) contains the sample mean shift vector
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where f̂G (x) = C
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is the normalization constant. It means that the sample
mean shift vector is an estimate of the normalized density
gradient obtained with Epanechnikov kernel K [5]. The
mean shift vector always points toward the direction of
maximum increase in the density. The mean shift proce-
dure is defined recursively by computing the mean shift
vector Mh,G (x) and modifying the center of kernel G.
For the Epanechnikov kernel, the convergence of mean
shift procedure is guaranteed.

Bhattacharyya coefficient was adopted as the similar-
ity metric between the target modal and the target can-
didates to track moving objects[5]:

ρ [p (y) , q] =

∫
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where q̂u and p̂u (y) are the density estimate of the tar-
get modal and the target candidate at a given location
y, which can be represented by m-bin histogram of the
local regions:
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where δ is the Kronecker delta function and function b(x)
maps the intensity x into the histogram bins. The Bhat-
tacharyya coefficient can be approximated as
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where wi =
m
∑

u=1

δ [b (xi) − u]
√

q̂u/p̂u (y0). The Bhat-

tacharyya coefficient can be maximized by using mean
shift procedure, because the second term represents the
density estimate computed with kernel k at location y[5].
When the Bhattacharyya coefficient is maximized, the
intensity distribution similarity between the target modal
and the target candidate is maximized.

Similar thoughts can be used to register mono-modality
images. When two local regions of two images are similar,
the intensity distributions of two regions are similar and
the Bhattacharyya coefficient is large correspondingly.
The mean shift procedure can be used to maximize the
Bhattacharyya coefficient by finding the optimal loca-
tion. The center points of two regions are the correspon-
dence landmarks.

However, the kernel function is isotropy, which means
that the density function has no space information. In
other words, when two regions are different in space
structure, but are similar in intensity distribution, the
density functions are similar, and the similarity metric is
also large.

The mutual information between two local regions

could be used to overcome this disadvantage of Bhat-
tacharyya coefficient. The mutual information repre-
sents the space relationships between two regions. If
these two regions are mis-matched, the mutual informa-
tion will be small; otherwise, it is large. The similar
metric combined with mutual information is defined as

SM = ρ [p̂ (y∗) , q̂] × MI (Locq, Locp (y∗)) , (10)

where Locq and Locp are two matched regions obtained
by mean shift procedure in the reference image and source
image alternatively, y∗ is the optimal location in the
source image, which is the center of Locp. The centers of
two local regions are decided as corresponding landmarks
if the following condition is satisfied:

SM > ThSM and ρ [p̂ (y∗) , q̂] > Thρ, (11)

where ThSM is the threshold of the similar metric and
Thρ is the threshold of the Bhattacharyya coefficient.
We must emphasize the fact that the combined similar-
ity metric is only suitable to mono-modal medical image
registration, because the intensity distributions of mono-
modal medial images are most identical. In other words,
the similar regions in mono-modal images have identical
intensity.

The intensity level of the reference image and source
image should be decreased to estimate the m-bin his-
togram of the local regions, and the mapping function
b(x) in Eqs. (7) and (8). Moreover, b(x) is of great
benefit to the robustness of mutual information. We
adopt two-level histogram fuzzy restriction clustering
method (TFRCM)[6] to classify intensity of medical im-
ages. By TFRCM, anatomical information is represented
to discard the redundant noise, and the image intensity
quantification is decreased to reduce the number of bins
for the joint probability of mutual information, which
ensures the robustness of mutual information.

In order to improve the global convergence ability
of mean shift, choosing an appropriate initial posi-
tion of mean shift iteration is important. Suppose
{qi |i = 1, 2, · · · , m} and {pi |i = 1, 2, · · · , n} are the cor-
ner points of two images extracted by Harris corner de-
tection. For each point qi, all points pj that are located
in the local regions centered at qi are selected as the
candidate initial positions. Mean shift iteration is done
to search the convergence points of all these initial po-
sitions. The convergence location with the maximum
similarity metric is chosen as the corresponding point to
qi.

When the corner points are dense, the points corre-
sponding estimation is sensitive to space distribution
of surrounding points. We propose the multi-level es-
timation (MLE) technique to improve the stability of
corresponding estimation. MLE estimates the landmark
correspondence by performing iterative processing, which
lowers the decision threshold ThSM in deterministic an-
nealing. ThSM is reduced gradually as Thk

SM = Thk−1
SM ·r,

where r is the annealing rate. At each iteration step, the
corresponding landmarks are estimated using different
threshold.

Suppose {qi |i = 1, 2, · · · , m} is the reference corner
point. The procedure works as follows.

1) Initialize the threshold Th0
SM and the mini-

mum value of the threshold Thmin, Let
{
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{qi |i = 1, 2, · · · , m}, R0
q =

{

q0
i

}

, k = 1.
2) Do landmark correspondence estimation for

Rk−1
q with Thk−1

SM . The corresponding points of
{

qk
i |i = 1, 2, · · · , mk

}

are estimated.

3) Get the residual point set Rk
q =
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}

−
{

qk
i

}

.

4) Derive the new threshold Thk
SM = Thk−1

SM · r.

5) While Thk
SM > Thmin, do k = k + 1.

6) Go to Step 2).
MLE extracts the corresponding landmarks with

different importance at each iteration step.
{

q0
i

}

rep-
resents all feature points whose surrounding local re-
gions are similar to the corresponding regions in the
source image to a great extent. After deleting

{

q0
i

}

from {qi |i = 1, 2, · · · , m}, the residual points are sparse,
which is benefit to choose candidate initial position
points in the next iteration. After all corresponding
landmarks are selected automatically, thin-plate spline
function[7] is adopted to deform the source image, and
elastic image registration is done.

We now present registration results for different mono-
modal medical images using our method. The param-
eters are Th0

SM = 0.5, Thmin = 0.4, Thρ = 0.98, and
r = 0.9. The local region is set as a circle whose radius
is 16. We registered two-dimensional (2D) mono-modal
brain images. The results are shown in Fig. 1. The
reference images are PD, T2, and T1, alternatively. All
images are 256 × 256 pixels in size. The source im-
ages are the reference images deformed manually and

Fig. 1. Mono-modal medical image registration results. The
first line is PD, the second line is T2 and the third line is T1.
(a) Reference images; (b) deformed source images; (c) regis-
tration results of our method; (d) edge differences between
the reference images and the registration results.

globally. The detected corresponding landmarks are la-
belled with asterisks. It can be seen that the feature
points matched accurately. Edge differences between the
registration result and the reference image show the out-
standing performance of our method. The better the
registration results are, the much more the superposition
edges are. Obviously, the registration image using our
method performs well because of the accuracy of land-
mark correspondence.

Our technique runs on a computer with 1.6-GHz CPU
and 752-MB memory. The elapsed time of estimation
corresponding landmarks is 80.737 for PD, 63.611 s for
T2, and 29.242 s for T1. The average elapsed time ratios
of mutual information to mean shift is 0.0735 for PD,
0.1006 for T2, and 0.1166 for T1. It can be seen that
our method is rapid. This results show the advantage of
mean shift, which converges in the direction of the gra-
dient and guarantees hill climbing only for infinitesimal
steps[5]. The average number of mean shift iterations is
18.434 for PD and 14.3492 for T2. It shows that our
technique performs fast and efficient.

We adopt mean shift procedure to find the correspond-
ing landmarks for mono-modal medical images. Mu-
tual information between two local regions is combined
with the similarity metric to deleting mis-matching point
pairs. MLE technique is proposed to extract correspond-
ing landmarks using different thresholds, which improves
the stability of estimation. Experiments show that our
techniques are robust and feasible to register mono-modal
medical images. Moreover, the processing time is short-
ened significantly by adopting mean shift procedure. Our
future works involve using mean shift to register multi-
modal medical images.
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